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● Current transformer-based LM shows SOTA performance on almost all of the 
conventional NLP tasks.

● But do they understand texts where numbers are the integral part and can 
change the meaning of the text ?

● Are they able to 
○ Understand numbers in multiple surface forms
○ Understand its values based on its context.
○ Compare their values with others
○ Rearrange them based on their values.

Introduction
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Goal

● Here we test numeracy of a text-to-text transfer transformer (T5) model with four basic tasks.
○ Numeration, Magnitude order prediction, List min-max, List sorting

● We test three versions of T5 models 
○ T5-SM (Small), T5-BS (Base), T5-LG (Large)

● Experimental Settings
● Interpolation

○ Training on a certain number range and testing on same number range
● Extrapolation

○ Training on a certain number range and testing on different number ranges
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Numeracy Tests
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Results - Numeration

● Data : Templates
● Number Representation matters 

○ Split representation better than Full
● Fewer shot setting 

○ Large model maintains performance better 
than base or small models

● Extrapolation setting
○ None of the model performs well
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Results - Magnitude Order Prediction

● Data : Numeracy600K 
○ Article Titles (AT)
○ Stock Market Comments (MC)

● Interpolation performance 5% 
better than previous SOTA

● Extrapolation performance is 
quite good
○ 25% better than prior SOTA
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Results - List Min-Max

● Data : Templates

● Interpolation
○ T5-BS and T5-LG perform over 80% 
○ T5-SM performance decreases with 

increase in range and series length.

● Extrapolation
○ For small series lengths performance 

increases with increase in variations of 
numbers

○ With increase in series length the 
performance decreases considerably
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Results - List Sorting

● Data : Templates

● T5-SM - No correct extrapolation result 
for series lengths 10 and <10% 
success in length 5 

● Increase in sequence length :
○ Performance degrades 

considerably both in interpolation 
and extrapolation settings

● Increase in range : 
○ T5-LG extrapolation performance 

increases

8



Error Analysis
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Numeration : Missing keyword hundred
Magnitude Order Prediction : Predicted an extra zero

List-Min-max : Found the second minimum element

List-Min-max : Missed order of one element 600



Conclusion 

● All the models show promise in learning numeracy in interpolation setting.

● The smaller models parameter space limits its learning ability in all four tasks

● Overall, none of the models were able to learn well on extrapolation samples 
showing that the inherent rules of numeracy is difficult to learn

● We also find more variation in numbers (increasing number ranges) leads to  
better performance in extrapolation settings   
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Thank You !!!

Contacts : Kuntal Kumar Pal, Chitta Baral   
Paper : https://arxiv.org/pdf/2109.04672.pdf 
Code : https://github.com/kuntalkumarpal/T5Numeracy 
Email : {kkpal, chitta}@asu.edu 
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