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Can the transformer-based models understand numeracy? Can they generalize on extrapolation data?

List-Sorting

Numeration

MOP - Interpolation

- Number representation matters
- T5-LG good interpolation FS result
- No models have good EX result

List-Minimum-Maximum

MOP - Extrapolation

Error Analysis

List-Sorting (Ascending-Descending)

- IN:5 points better than SOTA
- EX:25 points better than SOTA
- EX performance still quite short

Interpolation: 
- BS, LG over 80%

Extrapolation: 
- Series length : Increases                                        
Performance : Decreases
- Range : Increases
Performance : Increases
(small series length)

Extrapolation: 
Series length : Increases                                       
Performance : Decreases

T5-LG
Range : Increases
Series Length : Fixed
Performance : Increases

NumerationAre the current SOTA transformer based models able to 
- Understand numbers in multiple surface forms?
- Understand its values based on its context?
- Compare their values with others?
- Rearrange them based on their values?

Numeration : Missing keyword hundred

Magnitude Order Prediction : Predicted an extra zero

List-Min-max : Found the second minimum element

List-Min-max : Missed order of one element 600


